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Key contributions
• Examined a wide set of features for both tasks
• Examined a variety of machine learning algorithms for the bot detection class
• Attained 99% accuracy on validation and ~89% on the test set for bot detection
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Task

Features
• URL features: average no. of URLs
• Emoticons: average emoticon count
• Stylistic features:

• Character flooooodings
• Average no. of capital letters per word
• No. of sentences
• No. of tokens
• Flesch reading-ease score
• Tokens repeated more than twice
• Maximum repetition count of token

• POS tags: average no. of spaCy [1] POS 
tags per profile

• Topic features: Prevalence of words in
the profile belonging to SEMCAT [2] and
SemCor [3] categories (133 altogether)

Results

• Bot detection and gender classification
• Classify twitter profiles based on tweets
• English language

Methods [4]
• AdaBoost (AB): combination of several

“weak” learners (e.g decision stumps)
into a robust classifier

• Random Forest (RF): combination of
several decision tress trained on
different subsets of the training set

• Bagging Classifier (BC): trains base
classifiers (k nearest neighbours) on
random subsets of the training data, and
aggregates their decisions

• Support Vector Machines (SVMs): apply
hyperplanes to separate the different
classes in feature space

• Recurrent Neural Networks (RNNs): class
of neural networks where the output
from the previous step is used as an
input in the current step. Here, a variant
is used that is designed to overcome the
issue of vanishing gradients: Long Short
Term Memory (LSTM)

PAN evaluation

Classifier F1-score
AdaBoost 99
RandomForest 97
Bagging Classifier 97
Gradient Boost 98
SVMs 94
BiDirectional LSTM 83

Bot classification on development set Gender classification on development set

Classifier F1-score
AdaBoost 89
RandomForest 83
Bagging Classifier 83
Gradient Boost 84

Classification Accuracy using AdaBoost

Task Dev Test
Bot/Human 99% 89%
Female/Male 94% 36%
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Conclusions and future work
• An efficient syntactic and semantic feature extractor is introduced
• Several types of features included in the examination

• URL, emoticons, tokens, capital letters
• Syntactic features extracted using POS tags
• Semantic features extracted using the SEMCAT and SemCor dataset

• Future work
• Analyze the use of languages in tweets
• Examine the use of separate feature sets for the two tasks
• Combination of topic modelling with emotions detected in tweets
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